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p Why This Topic?

a

Autonomous agents are emerging as Al systems
capable of perceiving, deciding, and acting
independently, offering powerful applications.

From RL agents mastering chess and Atari
games to robots and LLMs.

Practicality issues: The cost of training agents is
huge and the performance is worse in
real-world challenges

Memory for agents: Memory-augmented
systems can learn faster and achieve
unprecedented capability
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What is Reinforcement Learning (RL)?

Agent interacts with environment Stat
S+A=>S’+R (MDP)

The transition can be stochastic or
deterministic

Find a policy m(S) — A to maximize
expected return E(> R) from the Agent
environment with policy 7
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Deep RL Agent: Value/Policy Are Neural Networks
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Example: RL Agent Plays Video Game

Game

DQN Environment | simuiation

(1) Observation i
s
(2) Action *
>
(3)Reward 2K
—
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Limitation of RL Agents

Video Pinball ]

Boxing |

Breakout |

Star Gunner |

Robotank |

Atlantis |

Crazy Climber |

H Gopher |
e High cost G ]
Name This Game |

Krull ]

o  Training time (days to months) s

Road Runner |

o  GPU (dozens to hundreds) S

Tennis |

I
L

]Ii

Pong i

® Require simulators or big data

Beam Rider |
Tutankham

e Trained agents are unlike humans

Freeway |

.

Time Pilot |

o Unsafe exploration, unethical actions

Fishing Derby |
Up and Down i

o Weird behaviors, hallucination i

HE.R.O.

o  Fail to generalize i

Wizard of Wor |

e RLAgents (DQN-based): P s

Bank Heist

o 21 trillions hours of training to beat human o]

Amidar

(AlphaZero), equivalents to 11,500 years of
human practice it
it L2
Frostbite |} e%

Gravitar | % m

Private Eye |-2% -
Montezuma's Revenge || 0%
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Mnih, V., Kavukcuogluy, K., Silver, D. et al. Human-level control through deep reinforcement
learning. Nature 518, 529-533 (2015). https://doi.org/10.1038/nature 14236



P LLM Agents Are Much More Expensive

Training cost is reaching S1 billion
Inference cost for GPT4-Like LLMs:
$140-150 million/year

e LLM agent systems often use multiple
models — multiplying costs

® Same Issues:

o  Unsafe exploration, unethical actions
o  Weird behaviors, hallucination
o  Fail to generalize
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The cost of the computational power required to train the most
powerful Al systems has doubled every nine months

Cost of computational power required to train frontier Al systems

Cont At the current rate of growth, the computational
$18 power required to train the most powerful Al
systems may soon cost over a billion dollars
100M GPT-4
S ®  eGemini1.0
10M 1758 o ® Ultra
inci L L ]
AlphaGo (dav.lncr) ¢ s e
Z L]
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o °
° ° ° L4
100K o —o 0 o )
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L
Publication date
2016 2018 2020 2022 2024 2026

Cost includes amortized hardware acquisition and energy consumption. Red shaded area indicates 95% confidence
prediction interval.

Chart: Will Henshall for TIME « Source: Epoch Al + Get the data « Created with Datawrapper

https://www.linkedin.com/pulse/uncovering-hidden-costs-ai-queries-dr-ayman-al-rifa
ei-1kmsf?
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What Is Missing?

GOOD MEMORY!
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What Is Memory?

A Memory is the ability to efficiently store,
retain and recall information

A Brain memory stores items, events and
high-level structures

A Computer memory stores data,
programs and temporary variables

10



» Memory in Robotic Systems

- Task Execution and Control
3
.'E_:o Language_ Scene Understanding TaSl_( Rlan Exe_cut_lon &
T Understanding Planning Monitoring
Unified data representation
Memory and Communication
Prior Knowledge ing Memory K] Long-Term Memory
) I Objects Affordances Navigation || 8 .
- 9 N s Semantic Memory
< S| [ skils Grasps Human
9 ‘s =
9 . i E
= Locations | | Objects [ speech | [Plans & Tasks | | | g Multi-Modal
2 Episodic Memory
e ol C.\ ——— Sensory Memory
N 4 [ Vision | Audition
Motions Skills 5 = Procedural Memory
| Proprioception |
Unified data representation
Hardware and Abstraction
E ‘ Sensor Measurements l | Real-time Control l
[
-;‘ ‘ Sensor Firmware and Drivers | | Motor Firmware and Drivers ‘
’ ) % oad
B R .
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Repetitive rehearsal (retains
Information in working memory)

Sensory If we pay attention
Input and rehearse it, Encoding & Storing
Visual —— it passes to...
Auditory ——» Working Long-term
Touch > Memory Memory
Retrieval
| Procedural
Lost if not attended to! Forgotten if not D::larative Me
Forgetting typically encoded or rehearsed! Clubls moryi
within 1 second Forgetting within 15 to (C )/ (L )/
25 seconds ;
facts &l events, (skills)
N\
Episodic "~ Semantic
.
Memory V(\ Memory

(Personal recollections)  (General knowledge)

F. Peller-Konrad, R. Kartmann, C. R. G. Dreher, A. Meixner, F. Reister, M. Grotz, and T. Asfour, “A
Memory System of a Robot Cognitive Architecture and Its Implementation in ArmarX,” Robotics and
Autonomous Systems, 2023.



DEAKIN
APPLIED ARTIFICIAL
INTELLIGENCE INITIATIVE

DEAKIN
UNIVERSITY

Characteristics of Memories

| |ifespan | Plastioly

Worki ng ° 1 episode is one day
_ i ° Last for 1 day
memory Short-term QUICk ° Build memory instantly

. c Persists across agent’s lifetime
Episodic ’

_ . Last for several years
memory Long term Build memory instantly

c ersists across agent'’s lifetime
Semantic P %

_ e Last for several years
memory Long-term Take time to build memory

12



Episodic Memory for Agents
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Episodic Control Paradigm

‘ Memory write

Memory  Experiences Final Returns

read _ - Policy
> I
— — _____ JVANE

Episodic memory is a key-value memory

Directly binds experience to return— refers to

Eg: (St, At),... experiences that have high return to make

decisions »

Current experience

(N



DEAKIN
APPLIED ARTIFICIAL
INTELLIGENCE INITIATIVE

UNIVERSITY

DEAKIN

Model-free Episodic Control: K-nearest Neighbors

Algorithm 1 Model-Free Episodic Control. — B 2‘1_ Zf:l QEC(S‘»’). a) if(s,a) & EC_
1: for each episode do Q¥ (s,a) = QFC(s, a) Stheriise
2 fort=1,2,3,...,T do = o
3 Receive observation o; from environment.

4 Let s; = ¢(0y).

5: Estimate return for egc\h action a via (2) -

6 Let a; = arg max, QFC(s¢,a) F!X'Sl_ze memory
7 Take action ay, receive reward 7, | First-in-first out
8: end for

9: fort =TT 1,... ;140

10: Update Q€ (s¢, a;) using R; according to (1).

i & end for

12: end for

[ J
NO need to Iearn paramete rs Blundell, Charles, Benigno Uria, Alexander Pritzel, Yazhe Li, Avraham Ruderman, Joel Z. Leibo, Jack Rae, Daan
(pretralned ¢)) Wierstra, and Demis Hassabis. "Model-free episodic control." Neur/PS (2016).

e Quick value estimation
15



Sample Efficiency Test on Atari Games

DQN (200M)
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\ Model All 25 games
Nature DQN 15.7/151.3 83.6/16.0

Model-free (10M)

Model-based (10M)

| —MFEC 85.0/45.4 77.7/40.9

NEC 99.8/54.6 106.1/53.3

S EMDQN*  5284/92.8  250.6/95.5
Hybrid (40M)

EVA - 172.2/39.2
ERLAM - 515.4/103.5

.

MBEC++ 654.0/117.2 518.2/133.4

Le, Hung, Thommen Karimpanal George, Majid Abdolshah, Truyen Tran, and Svetha Venkatesh. "Model-Based Episodic
Memory Induces Dynamic Hybrid Controls." NeurlPS (2021).
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» Beyond Games?

17

Real-world tasks requires complex state
spaces, especially in robotic tasks:

o Visual scene

o Dialogs

o  Timestamps
Storing latent state representations is hard
to learn a good policy and requires a lot of
training
With LLMs, we can store high-level
information in episodic memory

— achieving new capabilities!
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P Episodic Memory for Verbal Summarization

Multimodal Stream of Agent Experiences

e Episodic memory enables robots to
summarize and answer questions

Episodic History Tree

Did you see the red cup? >

\ 4
p
about their past experiences, Hierarchical LLM-based
. . . Episodic-Memory Verbalization
enhancing human-robot interaction L )

|

e Constructs a tree-like hierarchical
{ | last saw it on the table

structure from raw sensory data to
abstract natural language concepts.

e Employs a large language model (LLM) s sty ot st s
agent to interactively search and

ten minutes ago.

history[7].collapse_all_but(3) vga("What color is the milk
history[7][3].expand() packaging in this image",
/V history[7][3]1[1] -raw. image)

|

"The milk
M M M ¥ packaging in
retrieve relevant information from the et
white*
episodic memory.
answer (..)
‘What color was the milk
packaging that you d
Sl

Barmann, L., DeChant, C., Plewnia, J., Peller-Konrad, F., Bauer, D., Asfour, T., &
Waibel, A. (2024). Episodic Memory Verbalization using Hierarchical
Representations of Life-Long Robot Experience. IEEE Humanoids 2025.

18



Working Memory for Agents



When the State Is Not Enough ...

e Partially Observable Environments:
o States do not contain all required
information for optimal action
o E.g. state=position, does not contain
velocity
e Ways to improve:
o Build richer state representations
o Memory of all past
observations/actions

h: = {09, a9,01,a1,...,0¢_1,a¢_1,0¢)
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Full map

Observed
state

S,

o

i

s

o %
S
i

"u"n"" s &\
S

o

5

e Policy gradient \ RNN hidden state

N T
1 n T
Vod ~ N Z Z Vo logm(a¢|hi')R;

n=1 t=0

RNN as policy model
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Working Memory: Recurrence or Attention?

B recurrent model-free (ours)
recurrent model-free Perfo rmance Speed

0.8 1 = (PPO-GRU from Kostrikov)
E ' s recurrent model-free
S (A2C-GRU from Kostrikov)
"q'j s specialized method (VRM from Han) RNN !_g :_ Transformer
o 0.6 mm non-recurrent model-free = —
©
()
N
T 0.4
E
S
Z 0.2 Mt = Mt,1 ® Ca(.fl?t) + U¢($t)

0.0 -

R N R N R N R N ; ;
cx\ee@“ C\\eexa“ o o O @ Calibration Update

Product

Environment hccumulgton

Ni, Tianwei, Benjamin Eysenbach, and Ruslan Salakhutdinov. "Recurrent Model-Free RL Can Be a
Strong Baseline for Many POMDPs." In International Conference on Machine Learning, pp.
16691-16723. PMLR, 2022
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P Stable Working Memory: Fast and Powerful

22

Stable Hadamard Memory (SHM)
introduces a special calibration matrix Ct
defined as:

Cy(z:) = 1 + tanh(6; ® v(z;))

Bt: Trainable parameters that are
randomly selected for each timestep.
vc(xt): A mapping function (e.g., a linear
transformation)

This dynamic design keeps updates
stable by ensuring that the cumulative
product of calibration matrices is

bounded: . [HtT:I Ct] .

Success Rate

JiN
f=}

0.5

0.0 °

® Outer Product

) Hadamard Product

@ Summation

Long-term credit

assignment
e FFM = = FWP GPT-2 =ss. GRU, === SHM (Ours) == S6 mLSTM
visual_match-250 visual_match-500 keytodoor-250 keytodoor-500
0.75
0.50
0.25 # ik
000 AumAint
0 2M 0 2M

Le, Hung, Kien Do, Dung Nguyen, Sunil Gupta, and Svetha Venkatesh. "Stable
Hadamard Memory: Revitalizing Memory-Augmented Agents for Reinforcement
Learning." ICLR, 2025.



Integrated Memory Systems
for Challenging Tasks



P Classic RL with Hybrid Memory Systems

24

Addressing challenging hard-exploration

problems:
0  Montezuma Revenge
o  Noisy TV

Working Memory: Novelty estimation within
episode

Episodic Memory: Novelty estimation across
episode

Semantic Memory: Surprise estimation via
prediction error

A hybrid metric: surprise novelty, the error of
reconstructing surprise (the error of state
prediction)

Le, Hung, Kien Do, Dung Nguyen, and Svetha Venkatesh.
"Beyond Surprise: Improving Exploration Through Surprise

Novelty. In AAMAS, 2024.
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Noisy-TV: a random TV will distract the RL agent from its main
task due to high surprise (source).

Count

This

) State



https://openai.com/research/reinforcement-learning-with-prediction-based-rewards

P LLM Agents Also Have a System of Memories

25

Semantics Memory: knowledge stored in the
LLM’s weights or other knowledge database
Working Memory: the context stored in the
prompt, accessed by attention mechanism
Episodic Memory: external memory module to
store past experiences
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; Working
Semantic Memory
Memory ,
Weights Episodic

Memory



P Spatial Memory for Navigation

The LLM considers the current set of
memories (RO:i) and the question (Q) to
generate a function call f and a query q
which retrieves m memories.

Each memory contains position, time,
and caption information to be used as
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ReMEmbR

Memory Building

prompt

Querying

------------------------------------------

. Whereis the @

' nearest elevator?

é v @&

The nearest elevator is |
near the bridge. Ican [H
take you there .

+ navigable (x,y,z) position E

fU rther ConteXt. generateaque'rying;lall E
- ora answermg ca [ ]

. — r T T .

LLM can make up to k queries per caption TR N :
iteration. Retrieves k x m memories and -I—> - query  query  query :
oaltic embed | :

updates context

Check: Can the question be answered?
o No: Repeat querying with updated

time Vector DB < summarize

]
context [l
.

------------------------------------------

INTELLIGENCE INITIATIVE

context
o YeS: Su mma r|ze re I eva nt |nf0 & ge ne rate Anwar, Abrar, John Welsh, Joydeep Biswas, Soha Pouya, and Yan Chang.
"Remembr: Building and reasoning over long-horizon spatio-temporal memory for
fl na | answer robot navigation.” ICRA (2025).

26
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Spatial Memory in Action

1. Build memory while driving
The robot navigated for 14.5 mins

ReMEmbR
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Robot's current 'g:?:: pecioy
position
How do I get
@ upstairs?
Method LLMs Descriptive Question Accuracy T Positional Error (m) | Temporal Error (s) |

Short Medium Long Short Medium Long Short Medium Long
Ours GPT4o0 0.624+0.5 0.58+0.5 0.65+0.5 5.1+11.9 27.5426.8 46.25+59.6 0.3+0.1 1.842.0 3.6+59
Codestral 0.25+04 0.24+04 0.114+0.3 151.34+109.7 189.0+£109.6 212441213 4.8+56 84468 14.8+75
Command-R  0.36+05 0.32+405 0.1440.3 158.74+129.6 172241194 188.7+107.1 4.5+17.3 143467 15.3+11.7
Llama3.1:8b 0.314+05 0.33+0.5 0.21+04 159.94+1232 151.2+121.1 165.3+115.1 9.5427.5 7.9+163 18.7+10.8
LLM with Caption ~ GPT40  0.57+05 0.66+0.5  0.55+0.5 5.148.2 3334473  56.0+61.7 0.5+05 1.9422 8.0+67

Multi-Frame VLM GPT4o0 0.55+0.5 X X 7.5+11.4 X X 0.5+2.2 X X
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} Conclusion

Memory is essential for agents
3 basic types of memory
Memory is useful to make agents more efficient

and robust against challenging environments:
o  Long-horizon tasks
o Multiple-step planning
o Noisy environments

(d Presenter: Dr. Hung Le from A2I12, Deakin University

O Hungleisa DECRA Fellow and a lecturer at Deakin = s W ,
University, leading research on deep sequential models \ £° | A212 Lab FoyBF VT PO[
and reinforcement learning |
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https://thaihungle.github.io/

